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Abstract

How would you search for a unique, fashionable shoe that a friend wore and you
want to buy, but you didn’t take a picture? Existing approaches propose interactive image
search as a promising venue. However, they either entrust the user with taking the initia-
tive to provide informative feedback, or give all control to the system which determines
informative questions to ask. Instead, we propose a mixed-initiative framework where
both the user and system can be active participants, depending on whose initiative will
be more beneficial for obtaining high-quality search results. We develop a reinforcement
learning approach which dynamically decides which of three interaction opportunities to
give to the user: drawing a sketch, providing free-form attribute feedback, or answering
attribute-based questions. By allowing these three options, our system optimizes both
the informativeness and exploration capabilities allowing faster image retrieval. We out-
perform three baselines on three datasets and extensive experimental settings.

1 Introduction
Computer vision apps serve a variety of user needs: for example, they can automatically
count calories [25], summarize vacation footage [50], “paint” [10], or help users find shoes
they want to buy [19] via image search. While for calorie-counting or machine-painting
the interaction between the user and the machine is limited to submitting a photograph, for
image search the user needs to communicate with the system in a more fine-grained and
unrestricted fashion, since success is defined by whether the system successfully “guessed”
what the user wanted to find. A person can look for online shopping options on products they
saw in a store, or even try to find a criminal they saw in an online database. The user’s mental
concept of what they wish to retrieve can be arbitrarily subtle hence difficult to capture, and
in order to ensure that the system’s model of the user’s search concept is accurate, the user
needs to be able to “explain” to the system how it should adjust its predictions.

Prior work has tackled this challenge in a number of ways. Some work has used semantic
visual attributes (like “shiny” or “chubby”) [7, 19, 23, 31] to allow the user to give precise
language-based guidance to the system. Attributes provide an excellent channel for com-
munication because humans naturally explain the world to each other with adjective-driven
descriptions. Attributes have been shown promising as a tool for image search [12, 19, 22,
32, 38, 53]. For example, [19] show how a user can perform rich relevance feedback by
specifying how the attributes of a results image should change to better match the user’s
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Figure 1: We learn how to intelligently combine different forms of user feedback for interac-
tive image search, and find the user’s desired content in fewer iterations. The image search
section depicts our search agent that predicts an appropriate action at a certain iteration.
For example, our agent selects free-form attribute feedback for iteration 1, and sketching for
iteration 2. The actions section presents the three possible interactions (actions) of our agent.

target image. For example, the user might say “Show me people with longer hair than this
one.” Another approach has been to engage the user in question-answering with questions
that the system estimated are most useful [8, 16]. Thus, in prior work, the initiative for what
guidance to give to the system has been taken by either the user [18, 19, 22, 38, 53] or system
[8, 16, 44] but not both. Another approach has been to allow the user to provide visual cues
for what they are looking for, e.g. by drawing a sketch [6, 34, 54, 55]. The system can then
retrieve visually similar results. Thus, the user can use either language or visuals to search,
but it is not clear which modality is more informative.

In our work, we propose a framework where either the user or system can drive the
interaction, and the input modality can be either textual or visual, depending on what seems
most beneficial at any point in time. For example, the user can kick off the search using a
sketch, then refine the results by explaining how the top retrieved images at a certain iteration
differ from her mental model. Then the system might ask attribute-based questions, and give
control back to the user when it runs out of informative questions to ask, so the user can
provide some more free-form attribute feedback of her choosing. Since it is the system that
must rank the results, we propose to leave the choice of what is most informative to the
system. In other words, the system can decide to let the user lead and explore, if it cannot
exploit any relevant information in a certain iteration. The system can request that the user
provides multimodal feedback, i.e. textual or visual feedback. To make all these decisions,
we train a reinforcement learning agent (see Fig. 1).

In particular, the options that the reinforcement learning chooses between are: (1) sketch
feedback, (2) free-form attribute feedback, or (3) system-chosen attribute questions. At each
iteration, the system adaptively chooses one of these interactions and asks the user to provide
the corresponding type of feedback (e.g. it asks the user to choose an image and attribute to
comment on). Briefly, our method works as follows. Our agent receives a state composed of
top result images, proxies for the target image, and history of taken actions, when available.
It interacts with the environment trying different actions. Over time, it learns to pick the
most meaningful action, given a certain state. We guide our agent with information about
whether the target image is among our top results.

Note that while it is the system that decides what type of search interaction is most
useful, both the user and system are active participants in the search. When the system
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gives control back to the user, the user can freely choose what language-based feedback
to provide or what imagery to sketch. This is in contrast to prior work involving human-
machine search interactions where only one party, either the user [18, 19, 22, 38, 53] or
system [16], drives the search. In contrast, inhuman-to-humaninteractions, the participants
in a conversation trade off control: usually all participants at least have the possibility of
both asking and answering questions. To combine the information-theoretic bene�ts of [16]
and the explorative nature of interaction of [6, 19], we propose a framework that allows the
machine and human to alternate, depending on who can initiate more informative feedback.

2 Related Work
Attribute-based search.Prior work has explored the value of the �ne-grained detail that
attribute descriptions provide, by using attributes to initiate a search [38, 46] or provide
iterative feedback on the results of a search system [16, 19, 27]. [18] browses the current
search results, and can then provide a feedback statement of the form “The image I am
looking for is more/less [attribute] than [this image in the results].” The choice of an attribute
on which to comment is left to the user. This is helpful if the user is perceptive, or there are
images which obviously differ from the user's desired content for particular attributes. On
the other hand, browsing a set of images and choosing attributes is time-consuming for the
user, as we �nd in experiments. [16] shows that given a limited budget of interactions that the
user is willing to perform, more accurate search results can be achieved if the system asks the
user questions of the form “Is the image you are looking for more/less/equally [attribute] than
[this image]?” The chosen questions are those with high information gain. The disadvantage
of [16] is that it limits the ability of the user to browse and explore the dataset space.

Sketch-based search.While attribute-based feedback is appropriate when the user can
concisely describe what content they wish to �nd using words, some searches involve con-
cepts which are purely visual. In our setting, we assume the user does not have a photograph
of what they wish to �nd, so cannot directly do similarity-based search with a query im-
age. However, the user does have a clear visual idea of what content they wish to �nd.
Sketch-based search approaches allow the user to convey this visual idea to the system, via
a sketch or drawing, which provides a complementary way of communication. The system
can then extract features from this sketch and compare to the features of the images in a
database [6, 34, 37, 54, 55]. We use a similar approach, but also propose to convert the
sketch to an image using generative models. Other authors use generative learning to �nd a
representation appropriate for cross-domain (sketch-to-image [30, 39, 40] or text-to-image
[39]) search. We use sketch-based retrieval in a larger reinforcement learning framework that
chooses which search interaction to propose (sketch, attribute-based feedback, or question-
answering). Note that our focus isnot in how we perform sketch-based retrieval, but rather
how to decide whento request a sketch.

Interactive search.Rather than ask the user to issue a query and return a single set of
results, we engage the user in providing interactive relevance feedback and show results
after each round. This is a popular idea [4, 8, 9, 33, 56] whose key bene�t is that incorrect
predictions by the system can be corrected. We also adopt interactive search, but combine
the advantages of free-form feedback and exploration with the information-theoretic bene�ts
of actively querying for feedback [8], via reinforcement learning.

Active learning.In order to minimize the cost of data labeling, active learning approaches
estimate the potential bene�t of labeling any particular image, using cues such as entropy,
uncertainty reduction, and model disagreement [11, 14, 36, 44, 47]. [2, 5, 41, 48] have
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explored mixed initiative between user and system as well as reinforcement learning, for
improving active learning at training time, in contexts other than image search. In contrast,
we use reinforcement learning to select interactions at test time (during online search).

Reinforcement learning[15, 26, 45] has recently gained popularity for a variety of com-
puter vision tasks, e.g. object [1, 24] and action detection [51]. The most related work to
ours is [52] which also uses reinforcement learning to choose the type of feedback method for
requesting feedback from the user. This approach considers query vector modi�cation, fea-
ture relevance estimation, and Bayesian inference, as three possible feedback mechanisms.
Neither of these allows the user tocomparativelydescribe how the results should change
(via attributes); instead, each image property is de�ned as desirable/undesirable. [19] show
such binary feedback is inferior to comparative attribute feedback. Further, unlike [52], we
consider both visual and textual feedback among the mechanisms presented to our users.

3 Approach

We develop an approach for interactive image retrieval, where the user can provide guidance
to the system via two text-based and one sketch-based modalities, described below. The
search scenario we envision is the following: The user has a clear idea of the exact target
image they wish to �nd, but does not have that image in hand. Our system's goal is to
determine which type of interaction to suggest to the user at any point in time.

3.1 Search setup and interactions

Interactions. The user can initiate a search with random images from the database, or
ones that match a simple keyword query. Then the user can perform a combination of the
following three types of feedback. First, the user can browse the returned images, and relate
them to her desired target via attribute comparisons, e.g. “The person I am looking for
is youngerthan this person,” where “this person” is an image chosen from the returned
results. Second, the system can ask the user a question, e.g. “Is the person you are looking
for more or less chubby than this person?” Third, the user can draw a sketch to visually
convey to the system their desired content. These search interactions are based on prior
work [6, 16, 18, 19, 34, 54], and we learn how to combine them.

System interface. Our system is illustrated in Fig. 2, and it has three components: i) a
target image, ii) user feedback using attributes or a sketch, and iii) current top images. User
feedback is received in each iteration, and updates the top images.

Relevance models. After one of the three interactions is used and feedback from the user
is received, the system must rank all database images by estimating their relevance using the
feedback the user provided. For free-form attribute feedback and suggested question inter-
actions, following [19], the relevance of a database image is proportional to the likelihood
that it satis�es each attribute constraint, e.g. it is more shiny than a reference image. For
sketch interaction, we “convert” the sketch to a photograph (i.e. we add color) using a con-
ditional GAN [13]. An alternative is to directly learn a space whether sketches and images
are aligned, and perform retrieval in this space; we show an experiment using this approach
as well. Then, CNN features are extracted and we train a one-class SVM [35] whose output
probabilities for each image are used to rank the images. The �nal relevance of an image is
a product (multiplication) of all attribute-based and sketch-based relevance estimates.




