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Abstract
Sketch-based image retrieval is demanding interest in the computer vision community due to its relevance in the visual

perception system and its potential application in a wide diversity of industries. In the literature, we observe significant

advances when the models are evaluated in public datasets. However, when assessed in real environments, the performance

drops drastically. The big problem is that the SOTA SBIR models follow a supervised regimen, strongly depending on a

considerable amount of labeled sketch-photo pairs, which is unfeasible in real contexts. Therefore, we propose SBIR-

BYOL, an extension of the well-known BYOL, to work in a bimodal scenario for sketch-based image retrieval. To this end,

we also propose a two-stage self-supervised training methodology, exploiting existing sketch-photo pairs and contour-

photo pairs generated from photographs of a target catalog. We demonstrate the benefits of our model for the eCommerce

environments, where searching is a critical component. Here, our self-supervised SBIR model shows an increase of over

60% of mAP.

Keywords Sketch-based image retrieval � Self-supervision � Deep-learning � Representation learning

1 Introduction

Sketch-based understanding plays an important role in

visual perception systems and communication between

humans that transcends language barriers. At the beginning

of artificial intelligence, Hubel and Wiesel [1] showed how

the biological visual cortex highly responds to edge pat-

terns; and recently, Walther et al. [2] also showed the

semantic power of image contours to interpret our

environment. They found that the primary visual cortex

produces similar responses when stimulated by a regular

image or its corresponding contour map. This study infers

that temporal information of sketch used to boost sketch

representations [3] is not a critical component.

Sketch understanding is deeply connected to cognition

development [4]. Infants draw sketches to understand the

natural environment, sometimes through rough drawings,

and people also externalize and communicate simple and

complex ideas through them. Indeed, people draw schemes

or maps to understand and unfold complex structures and

processes. In this vein, Mukherjee et al. [5] studied how we

effortlessly associate a drawing with objects in the world.

The compositional nature of object concepts allows us to

decompose objects and drawings into semantically mean-

ingful parts. Furthermore, free-hand sketches go beyond

representing shapes; they can express emotions [6], needs

[7], or even dynamic scenes [8].

Due to the critical role of sketch understanding in visual

perception and the ubiquitous use of touch-screen devices

that makes sketching an entertaining and convenient

mechanism, the computer vision community has started to

pay special attention to this area. For instance, the main

computer vision conferences already include workshops to

promote research and applications on this topic. In this

vein, influenced by the deep-learning bloom, we have seen
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advances in a diversity of tasks like sketch classification

[9, 10], sketch representation learning [11, 12], sketch-

guided object localization [13], sketch-based image and

video retrieval [7, 8, 14–18], sketch-to-photo translation

[19, 20], among others. However, these advances have

been centered on supervised models, requiring a huge

amount of labeled data for training, which limits its

potential application to the industry.

Sketch-based image retrieval (SBIR) [21–23] is an

attractive task, having the largest number of publications in

the sketch-based understanding area. This task extends the

well-known content-based image retrieval problem

(CBIR), where the query is expressed by a simple free-

hand drawing (the sketch query). Unlike CBIR, a SBIR

model does not need an example photograph of what we

need to trigger the search; we just express our thoughts or

needs through drawings. Beyond being a natural manner of

communication, sketching is also a convenient and com-

fortable modality, given the prevalent use of mobile

devices.

A natural environment where we can leverage SBIR

models is eCommerce. In eCommerce, there are stores with

plenty of catalogs with diverse products. We have big

players like marketplaces selling millions of products, each

represented by a textual description and a set of images.

We also have potential consumers looking to satisfy their

needs and stores demanding more customers. Therefore, an

effective search engine is critical to increasing the satis-

faction of all the players in this business.

In eCommerce, traditional search engines have been

based on textual queries, primarily keywords. Even though

they convey highly semantic information, texts also limit

the underlying expressiveness, missing fine details of our

intentions. An effective manner to overcome the limitation

of text-based queries is through visual search, which has

started to call the attention of retailers, especially after the

explosion of deep-learning models that have contributed to

improving retrieval effectiveness. A visual search is

instantaneous (!‘just take a picture and search!), and it is

fully expressive of image details.

However, visual search has a serious drawback. It

requires an example of what a user wants, which some-

times is cumbersome. Commonly, one needs to search for

something that we do not own. We have ideas, abstractions

or thoughts about what we desire, but we do not necessarily

have an example image representing them. Here, a free-

hand drawing expressing our intentions is a plausible

solution.

A SBIR engine is an attractive modality for eCommerce,

but unfortunately, we have not seen a proliferation of

sketch-based engines yet; why not? Although state-of-the-

art SBIR models have shown growing effectiveness in

public datasets, when the models are evaluated in real

environments, the retrieval performance decreases to very

poor levels. Indeed, in a recent work, Torres and Saavedra

[7] reported a mAP of around 15% when a state-of-the-art

SBIR model is applied to real eCommerce data. Moreover,

they observed a low semantic level in the results. For

instance, Figure 1 shows results of retrieval when the query

represents a cap. We observe that the model cannot

understand the concept behind the query; it is only trying to

match shapes, as we can see in the resulting product of the

first position. This phenomenon is known as the semantic-

gap.

To better understand why the current models produce

poor performance in real data, we must go deep into how

these are trained. The state-of-the-art method for sketch-

based image retrieval is based on incrementally training

Siamese networks, from coarse-grained to fine-grained

similarity [14]. To this end, the model requires a huge

amount of labeled data in the form of sketch-photo pairs.

We need to define positive and negative pairs. Actually,

there are few amounts of data with fine-grained labels, and

producing it in real environments is somehow prohibitive.

Thus, the current models, trained on public datasets, do not

consider the information from the real target products.

To exploit the vast amount of data without requiring

labeling, we explore self-supervised regimens working

under bimodal inputs. Hence, in this work, we propose

SBIR-BYOL, an extension of BYOL that works in a

bimodal environment for sketch-based image retrieval. We

present a training methodology for SBIR-BYOL that

leverages public sketch-photo pairs and unlabeled pho-

tographs from target domains to improve retrieval

performance.

Our self-supervised proposal is easy to implement in

real-world applications, and it shows to outperform SOTA

methods, just leveraging photographs from a target catalog.

We see an increment of 67% of precision when we evaluate

searching in eCommerce catalogs.

This document is organized as follows. Section 3 pre-

sents the related work. Section 3 describes SBIR-BYOL in

detail. Section 2 discusses the experimental evaluation and

the achieved results. Section 5 describes the relevance of

having a method like this proposal in other vision tasks.

Finally, Section 6 describes the final remarks.

2 Related work

Computer-based sketch understanding is an emerging area

within computer vision, with its own characteristics and

challenges. Sketching represents a primitive means of

communication between humans to transmit ideas and

abstractions from ancient times [24]. Sketching is also a

direct expression of creativity. For instance, architects and
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designers express creativity and conception by hand-

sketching [25].

Moreover, sketching is strongly related to human cog-

nitive development [4, 26, 27]. In this vein, Fernades et al.

[27] showed that drawing improves memory and creativity

in normal aging individuals and those with cognitive

impairments. Furthermore, De Andrade et al. [26] showed

the benefits of collaborative drawing for learning and col-

lective thinking, enhancing social-cognitive interactions

among persons.

Besides the relevant role of sketching in visual percep-

tion, the massification of touch-screen devices allows

sketching to become an easy and convenient manner of

interacting with machines [16, 17].

Indeed, there have been a proliferation of sketch-based

applications related with classification [9, 10], representa-

tion learning [11, 28–30], sketch-based image synthesis

[19, 20, 31, 32]. Among these tasks, sketch-based image

retrieval represents the one with the greatest number of

publications.

2.1 Sketch-based image retrieval

Sketch-based image retrieval (SBIR) is a growing field in

computer vision that consists of retrieving a collection of

photographs or images resembling a query sketch. The

input query is formulated as a simple hand drawing com-

posed uniquely of strokes like those of Fig. 2 to make the

querying process as simple as possible.

Sketch-based image retrieval aims to find discriminative

representations (feature vectors) from two kinds of images,

hand-drawn sketches that serve as queries and photographs

or regular images that represent the target catalog. These

representations generate a shared feature space. We aim to

produce a semantic space, where sketches and photographs

representing the same concept fall close together, while

those representing different meanings fall apart from each

other.

We have seen a diversity of proposals addressing the

mentioned problem. The first approaches were based on

low-level features using histograms of orientations

[9, 22, 23, 33, 34]. Regular images were previously con-

verted into sketch-like images by an edge detection method

[35, 36] to homologate the visual representations obtained

from sketches and photographs. Other authors proposed

mid-level representations to extract meaningful informa-

tion from sketches [21, 37].

However, it was not until the explosion of deep learning

that performance rates increased. The work of Yu et al.

[38] and Sangloy et al. [39] was pioneers in using convo-

lutional neural networks for SBIR. However, the training

methodology proposed by Bui et al. [14] marked a signif-

icant step in performance. The authors proposed an incre-

mental methodology for training, from coarse-grained to

fine-grained similarity. In addition, they showed the ben-

efits of combining a contrastive or triplet loss with cross-

entropy. Thus, the model learns a semantic embedding

space keeping the capability to discriminate between dif-

ferent classes.

When we transfer our solutions to real environments, it

is essential to be aware of the efficiency of the models in

terms of memory and processing time. Commonly, SBIR

methods produce floating-point representations in high-di-

mensional feature space, which impact the required

resources to implement a SBIR model. Recently, Torres

and Saavedra [7] studied different compact representations

in the context of sketch-based image retrieval. They

leverage a local-structure preserving reduction technique

like UMAP [40] to reduce the underlying feature space to a

very low-dimensional space without reducing the effec-

tiveness in retrieval.

Other works extend the traditional sketch-based image

retrieval problem, as discussed above, to other problems.

For instance, researchers are focusing on querying images

by colored sketches [15] or using sketches to express

motion and retrieve videos [8, 18]

Fig. 1 A SBIR result in eCommerce using a state-of-the-art SBIR model. The first image is the query sketch, and the next is the retrieved

photographs ordered from the most similar to the less similar, from left to right and top to bottom
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Although we have seen a proliferation of sketch-based

image retrieval proposals, all these share a critical draw-

back limiting the application to industry. All discussed

methods are produced by a supervised learning methodol-

ogy, requiring a data labeling process. Consequently, even

though the SOTA methods show a high performance in

public datasets, it does not follow the same direction in real

applications. In fact, Torres and Saavedra [7] showed a

large gap when a SOTA model was evaluated on real

eCommerce data. They showed a reduction of almost 70%.

But what is the reason for this phenomenon? The answer

seems simple. Real applications do not have data appro-

priately labeled as required by supervised models (i.e.,

sketch-photo pairs). There is another critical problem with

supervised models; they may only look at a subset of all

data, which may not generalize well for unseen data.

Therefore, in this work, we present the first self-super-

vised model for sketch-based image retrieval that is cap-

able of exploiting the data available in the application

domain. As a use case, we present results in the context of

eCommerce, where a retrieval model is required. Our

proposal increases the effectiveness up to 67% without

requiring extra labeling. Our model can be easily adjusted

to different eCommerce just by looking at the images in the

target catalog.

Our proposed model was inspired by BYOL [41], a

state-of-the-art strategy aiming to learn visual

representations in a self-supervised manner. It was pro-

posed to work with single-modal data, as in the case of

images. The model is trained under a teacher-student

architecture, where the student branch (a.k.a. online

branch) tries to learn representations close to those pro-

vided by the teacher branch (a.k.a. target branch). Incre-

mentally, the student gets improved representations.

Furthermore, as the student improves, the teacher slowly

updates its weights through the exponential moving aver-

age mechanism, using the learned student knowledge.

BYOL is trained over positive pairs only, and its stop-

gradient strategy on the teacher branch seems to prevent

learned representations from collapsing. Therefore, we

extend BYOL to work in a bimodal environment to handle

sketches and images in a shared domain. We also present a

methodology to build sketch-photo pairs under a self-su-

pervised regimen.

3 SBIR-BYOL

In this section, we present an adaptation of the BYOL

model, named SBIR-BYOL, to work in a bimodal context

for sketch-based image retrieval (SBIR). Our proposal also

produces sketch-photo pairs in a self-supervised manner.

The scheme of our BYOL-based proposal is depicted in

Fig. 3.

Fig. 2 A sample of sketches used as queries
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Even though our proposal is based on BYOL, there are

still some critical questions that we should answer:

• What modality (image or sketch) should go to the

online and what should go to the target branch?

• How should the backbones be initialized?

• How should sketch-photo pairs be built?

• How to teach the abstraction level of sketches to the

model?

We address the aforementioned questions in the following

paragraphs.

3.1 Teacher or student branch

A critical decision in our proposal is determining what

branch of the model should be connected with the sketch

and photograph inputs. We experimentally determined that

the best configuration is to assign the input photograph to

the student branch (the online one) and the input sketch to

the teacher branch (the target one). In this manner, the

model is teaching the online network to interpret pho-

tographs in the same way the target network interprets

sketches.

The intuition behind preferring the target branch for the

sketches is related to the amount of information a pho-

tograph conveys with respect to a sketch. A photograph

conveys more information than a sketch does. Thus, it

would be easier for the model to go from photograph to

sketches than in a reverse manner. As the student tries to

mimic the teacher, putting a photograph in the student

branch allows the model to converge more easily. If we

connect a sketch in the student branch, this does not have

enough information to mimic the photograph’s represen-

tations, making learning more difficult.

3.2 Backbone initialization

The model strongly depends on a good initialization of the

target branch, the teacher. As this process sketches, we pre-

trained the corresponding backbone in a self-supervised

manner using the BYOL model trained on a sketch dataset

as discussed in [30].

3.3 Classical data augmentation

Data augmentation is the core of discriminative self-su-

pervised models such as BYOL. Indeed, BYOL applied

data augmentation operations over the images to produce

inputs to the two involved branches in the network. How-

ever, it does not seem to be a good strategy for sketch-

based image retrieval because different transformations on

the sketches and their corresponding photographs may

produce incompatibilities that negatively affect the learn-

ing process. Therefore, in this proposal, we do not apply

data augmentation to the inputs. Even though in the next

sections, we will present some results of using transfor-

mation over the inputs.

Fig. 3 Scheme of SBIR-BYOL, we assign a single modality to each of BYOL’s branches. The student network learns to extract features from

photographs in the same way the teacher does for sketches
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3.4 Making sketch-photo pairs

Making pairs are the bottleneck of a supervised training

methodology. We address this problem by leveraging high-

level contour maps extracted from photographs. This

strategy was previously used in the task of image genera-

tion from sketches by Chen et al. [19]. To this end, we take

advantage of the Pixel Difference Network (PiDiNet), a

recent model for edge detection combining traditional

edge-detection operators with modern convolutional neural

networks [42]. An example of a contour map produced by

PiDiNet is shown in Fig. 4. The generated sketch shows

different levels of detail, which are exploited by our SBIR-

BYOL.

3.5 Leveraging real sketches

One drawback of using contour maps is that these do not

represent the abstraction of sketches. For instance, Fig. 5

shows the differences between contour maps and real

sketches for a shoe. Sketches are diverse and unique.

Humans draw sketches uniquely to represent the most

salient parts of objects. To reduce restricted creativity from

contour maps, we leverage the Sketchy dataset [39], which

provides a set of sketch-photo pairs. In this manner, we

propose a two-stage training process, where we start to

train our model with Sketchy’s pairs and then with contour-

photo pairs.

4 Experimental evaluation

This section describes the datasets and protocols used in

our experimental evaluation. Afterward, in the last part of

this section, we will present a detailed discussion of the

achieved results.

4.1 Datasets

We take advantage of a diversity of datasets commonly

used in the context of sketch-based image retrieval. As we

aim to boost the performance of the models in real envi-

ronments, we evaluate our approach in the context of

eCommerce in the wild. In the following lines, we provide

more details of each used dataset.

4.1.1 Sketchy

The Sketchy dataset [39] is a collection of sketch-photo

pairs, having 75,471 different hand-drawn sketches, where

each sketch is associated with one of 12,500 photographs

coming from 125 categories.

The Sketchy dataset is composed of fine-grained pairs.

Thus, a sketch is associated with one photograph sharing

details like the pose, besides the own category. However,

many photographs can be associated with one sketch,

producing approximately five matching sketches for each

photograph.

We leverage this dataset to allow the model to incor-

porate the abstraction of real sketches. In this manner,

Sketchy’s sketch-photo pairs are used during the first stage

of our training methodology. Our experiments show that

this stage helps the model to increase its performance.

4.1.2 Flickr25K

This dataset was proposed for training purposes. It is an

extension of the sketch dataset proposed by Eitz et al. [23],

which consists of 20,000 different sketches distributed into

250 categories. Flick25K adds 25,000 photographs dis-

tributed in the same 250 categories. Thus, it is possible to

build sketch-photo pairs by randomly picking a sketch and

a photograph from the same category.

Flickr25K is commonly used along with Flickr15K,

where the former is used for training and the last for

evaluation. In our experiments, we use the same method-

ology when Flickr15K is used for evaluation.

4.1.3 Flickr15K

This is a traditional dataset to evaluate SBIR models.

Flickr15K consists of 15,000 photographs, mostly outdoor

scenes, distributed into 33 different categories [22]. This

dataset also includes 330 sketches used for querying, dis-

tributed into the same 33 classes, having ten sketches per

class. The categories of this dataset include animals, plants,

Fig. 4 Example of a contour map produced by PiDiNet

Fig. 5 A comparison between real sketches and contour maps.

Sketches are subjective and human-dependent. Each person has a

unique drawing style to represent an object
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famous landmarks, and everyday objects. We use this

dataset just for evaluation purposes.

4.1.4 eCommerce

This dataset was recently proposed by Torres et al. [7],

aiming to have a closer approximation of the performance

of SBIR models in real environments. This eCommerce

dataset consists of two non-overlapping sets. The first one

is a collection of 50701 photographs of diverse products

representing what an eCommerce sells. This collection is

used for training only. It is important to note that this set

does not contain any query sketch. The second set consists

of 5665 photographs and 666 real query sketches. This

second set is used for evaluation, where the collection of

photographs is the target catalog for searching. Both sets

contain images distributed among 141 product categories.

A summary of the datasets used in our experiments is

shown in Table 1.

4.2 Training protocol

SBIR-BYOL is trained in a self-supervised fashion for

sketch-based image retrieval. The goal is to improve the

retrieval performance just by looking at the collection of

photographs where the search takes place. This method-

ology fits the eCommerce scenario, where a SBIR model

should provide high effectiveness across several eCom-

merce sites.

As described in Sect. 3, we leverage contour maps

extracted from photographs to build sketch-photo pairs.

Here, the training sketch is a pseudo-sketch.

4.3 Discussion of results

Table 2 presents the results on the eCommerce dataset after

training SBIR-BYOL with three different strategies to

build sketch-photo pairs. The first two strategies are based

on producing pseudo-sketches from each photograph of the

target catalog. The pseudo-sketches are obtained by a

contour-map extraction method. We try with Canny [35], a

low-level approach, and PiDiNet [42], a SOTA method

based on deep-learning. The third strategy does not see any

photograph of the target catalog, training the model with

Sketchy’s pairs.

Our results indicate that using Canny for generating

pseudo-sketches from target photographs produces the

worst results since it is a low-level method very sensitive to

noise. The contour maps produced by Canny can be easily

distorted by spurious information. However, the perfor-

mance of this Canny-based model is comparable with that

reported in the work of Torres and Saavedra [7].

On the other hand, using Sketchy’s pairs produces better

results, even though the training does not consider infor-

mation from the target catalog. In the end, the best results

are obtained by PiDiNet, achieving a mAP equal to 0.19.

The quality of the contour maps and the target catalog

information are the main ones responsible for these results.

The problem with PiDiNet is that the produced contour

maps do not represent the abstraction of real sketches well.

In contrast, Sketchy is a dataset built with real sketches,

which is good for representing such a level of abstraction.

Therefore, we propose to merge the abstraction level

provided by the Sketchy dataset with the information from

a target catalog enriched with pseudo-sketches by PiDiNet.

Our experiments showed that the best strategy to merge

these two worlds is using a two-stage methodology, train-

ing with Sketchy’s pairs in the first stage and then training

with the target catalog in the second stage.

Table 3 shows the results achieved by the two-stage

proposal on eCommerce dataset and Flickr25K. Here, it is

important to note that in the case of Flickr25K, the model

was previously trained with Flickr15K’s photographs.

Table 1 Datasets used for training and evaluation

Dataset Train Evaluation

Sketchy U –

Flickr25K U –

Flickr15K – U

eCommerce U U

Table 2 Retrieval results on the eCommerce dataset. The first two

approaches are trained with eCommerce training photographs using

pseudo-sketches produced by Canny and PiDiNet, respectively. The

last row trains the model with Sketchy’s pairs

Strategy mAP

SBIR-BYOL ? Canny 0.144

SBIR-BYOL ? PiDiNet 0.190

SBIR-BYOL ? Sketchy 0.178

The bold text is the best result in that evalution

Table 3 Results on the two evaluation dataset of the two-stage SBIR-

BYOL. First, the model is trained with Sketchy and then with pairs

produced by PiDiNet using the target catalog

Evaluation dataset mAP

eCommerce 0.253

Flickr15K 0.360
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Table 7 Effect of cosine decay ? EMA in our SBIR-BYOL when

evaluated on the eCommerce dataset

Training setting mAP

s ¼ 0:99 without cosine decay 0.143

s ¼ 0:99 with cosine decay 0.178

Table 4 Evaluation of the effect of using data augmentation during

training. The SBIR-BYOL models were trained using Sketchy and

evaluated with eCommerce. Each row shows the effect of using a

different transformation. These transformations were applied with a

probability of 0.5

Transformation mAP

No transforms 0.143

Rotations between -30� and 30� 0.123

Random sized crops with minimum size of 0.7 times the size

original image

0.122

Random blank patches with a diameter of 0.3 times the size of

the original image

0.132

Horizontal flip 0.135

Table 5 Evaluation of the effect of using data augmentation during

training. The SBIR-BYOL models were trained using Sketchy and

evaluated on Flickr15K dataset. Each row shows the effect of using a

different transformation. These transformations were applied with a

probability of 0.5

Transformation mAP

No transforms 0.311

Rotations between -30� and 30� 0.241

Random sized crops with minimum size of 0.7 times the size

original image

0.246

Random blank patches with a diameter of 0.3 times the size of

the original image

0.289

Horizontal flip 0.291

Table 6 Effect of cosine decay ? EMA in our SBIR-BYOL when

evaluated on the Flickr15K dataset

Training setting mAP

s ¼ 0:99 without cosine decay 0.311

s ¼ 0:99 with cosine decay 0.351

bFig. 6 Performance gain per class, in terms of mAP, when refining

our self-supervised SBIR model with PiDiNet on the eCommerce

dataset
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4.4 On the importance of transformations

SBIR-BYOL does not apply any data augmentation trans-

formation on the inputs. We evaluated the impact of dif-

ferent transformations. However, none of them showed a

positive impact on the final result. Tables 4 and 5 show the

retrieval performance of using diverse transformations on

the eCommerce and Flickr15K datasets, respectively. In

both cases, the best performance was achieved without any

transformation strategy.

4.5 Other settings

SBIR-BYOL applies the EMA (exponential moving aver-

age) strategy on the teacher side using the expression of

Eq. 1.

ht ¼ sht þ ð1� sÞhs ð1Þ

where ht and hs represent the parameters of the teacher and

the student branches, respectively. Here, we use s ¼ 0:99.

Fig. 7 Retrieval results on the eCommerce dataset with SBIR-BYOL trained only by the first stage

Fig. 8 Retrieval results in the eCommerce dataset using our two-stage SBIR-BYOL
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We also use a cosine decay schedule that showed a gain

up to 4% in both datasets as shown in Tables 7 and 6.

4.6 Per-class evaluation

In this section, we assess the performance gain of using our

second training stage based on PiDiNet to leverage the

target catalog’s visual information. Figure 6 shows this

gain per each class. The vast majority of classes improve

after this second stage.

To better understand the improved performance, we

present some results comparing the retrieval results after

the first and second stages.

Figures 7 and 8 show results using five query sketches.

The retrieval results using only the first stage are shown in

Fig. 7. We observe low-semantic results. For instance, the

query sketch showing a tree does not retrieve any relevant

result; the same happens with the second query, a tool. The

fourth query, baggage, returns a perfume in the first posi-

tion. The model was probably confused by other objects

with a similar shape.

Fig. 9 Retrieval results on the eCommerce dataset with SBIR-BYOL trained only with the Sketchy dataset. In this case

Fig. 10 Retrieval results on the eCommerce dataset with SBIR-BYOL trained with Sketchy and then PiDiNet. The results do not show significant

improvements with respect to the morel trained only with the first stage
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In contrast, Fig. 8 shows the retrieval results using the

two-stage SBIR-BYOL that shows clear improvements.

We see, for instance, that the model retrieves trees in the

first query. The model retrieves tools in the first position for

the second query, very close to the query’s shape. In the

case of the baggage, the model retrieves objects semanti-

cally similar to the query in the first three positions.

In our qualitative analysis, we also include cases where

the two-stage model does not provide any improvement.

Figures 9 and 10 show the retrieval results produced by the

first stage only and the complete two-stage SBIR-BYOL,

respectively. Although we do not observe significant

improvement with the two-stage approach, this model still

retrieves results close to the query in terms of shape.

Finally, we present results on the Flickr15K dataset.

Figure 11 depicts the results of our proposal after training

with the first stage only, and Fig. 12 shows the results using

the two-stage training approach. We can observe that the

last approach produces results closer to the query with

respect to the first method. For instance, looking at the last

row of both figures, we can note that our proposal produces

more consistent results; that is, the resulting images are

visually close to each other.

Fig. 11 Examples of queries in the Flickr15K dataset with SBIR-BYOL trained with Sketchy’s pairs

Fig. 12 Examples of queries in the Flickr15K dataset with SBIR-BYOL trained with Sketchy and then PiDiNet edge maps
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5 Beyond SBIR

We show how our approach can be useful for other sketch-

based understanding tasks, such as sketch2photo transla-

tion. For instance, sketch2photo translation requires a huge

amount of sketch-photo pairs. However, we address this

problem using our proposed Bimodal BYOL for sketch-

based image retrieval. We train this model in a self-su-

pervised manner with a catalog of 13,000 shoe images.

Figure 13 depicts example results from our SBIR-BYOL

model on a shoe catalog.

We leverage this retrieval model to generate pairs

between the query sketch with the K nearest images to train

a conditional generative model. In our experiments, we use

K = 3. The generated results are shown in Fig. 14.

Here, we showed how the proposed self-supervised

SBIR-BYOL could be leveraged for other visual tasks

where making sketch-photo pairs is critical.

An implementation of our SBIR-BYOL approach can be

found in https://github.com/javier-op/bimodal-byol-shoes/

tree/main/data.

6 Conclusions

This work presents the first self-supervised sketch-based

image retrieval model, SBIR-BYOL, an extension of

BYOL. Our proposal is a bimodal model for sketch-based

image retrieval. Here, we present a self-supervised 2-stage

training methodology leveraging sketch-photo pairs and

contour-photo pairs. The last set of pairs is obtained

directly from the target catalog. We demonstrate the impact

of our model in real environments like eCommerce, where

a search engine is a critical component. In this context, our

results showed improvements in 67% , compared to clas-

sical models trained in a supervised manner.

Our models can be easily applied to any target catalog in

diverse scenarios. In addition, we also showed how our

solution is used for other sketch-based tasks like sketch2-

photo translation or any other task where making sketch-

photo pairs represents a bottleneck.

In future work, we will explore how self and cross-

attention mechanisms can be incorporated into our SBIR-

BYOL. We hope to add interpretability with attention to

understand better what our model learns.
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