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ABSTRACT
Determining the author’s intent in a social media post is a challeng-
ing multimodal task and requires identifying complex relationships
between image and text in the post. For example, the post image
can represent an object, person, product, or company, while the
text can be an ironic message about the image content. Similarly, a
text can be a news headline, while the image represents a provoca-
tion, meme, or satire about the news. Existing approaches propose
intent classification techniques combining both modalities. How-
ever, some posts may have missing textual annotations. Hence, we
investigate a graph-based approach that propagates available text
embedding data from complete multimodal posts to incomplete
ones. This paper presents a text embedding propagation method,
which transfers embeddings from BERT neural language models
to image-only posts (i.e., posts with incomplete modality) consid-
ering the topology of a graph constructed from both visual and
textual modalities available during the training step. By using this
inference approach, our method provides competitive results when
textual modality is available at different completeness levels, even
compared to reference methods that require complete modalities.

CCS CONCEPTS
•Computingmethodologies→Machine learning; • Informa-
tion systems→ Web mining.
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1 INTRODUCTION
We are experiencing a transformation from text-based to image-
sharing communication, where image-based social networks have
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become very popular for users to express opinions [4]. In this
scenario, a relevant task is determining author’s intention when
publishing a certain content, in which the intent labels are use-
ful for improving recommendation systems and event analysis for
social networks [17, 24]. For example, Figure 1 shows two docu-
ments (posts) classified as “Advocative” and “Promotive”, respec-
tively. Other labels usually explored in intent classification tasks
are “Exhibitionist”, “Expressive”, “Informative”, “Entertainment”,
and “Provocative”. Although images are the central information of
these social platforms’ interaction, a significant part of the posts
also have associated textual data, such as captions, tags, and com-
ments. Posts composed of texts and images are a specific type of
multimodal documents and represent a challenging scenario for
machine learning tasks [3].

Intention: PromotiveIntention: Advocative

Figure 1: Examples of multimodal document intent
(Adapted from [17]).

Classification methods for multimodal documents assume that
each modality provides complementary information and the use of
different modalities will lead to performance improvements com-
pared to methods based on only one modality [9]. Existing methods
explore strategies based on identifying shared structures between
modalities [7, 13, 28] and learning abstract representations from
modalities using deep neural networks [9]. However, such strategies
have limitations in the presence of incomplete modalities, i.e. when
a subset of posts do not have textual information. A trivial solu-
tion uses only documents with complete modalities, unfortunately
discarding data that may contain valuable information.

In this paper, we present a method of text embedding propaga-
tion for intent classification in multimodal documents to deal with
incomplete textual modality. Determining an author’s intention
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in image-based social network posts requires identifying complex
relationships between image and text. Although images are present
in all posts, the associated textual information is incomplete (miss-
ing modality) or contains ambiguous text, as well as irony and
sarcasm. Thus, our method not only deals with the challenge of in-
complete modalities but also learns semantic textual representation
for all posts through embedding propagation. An overview of the
proposed method and our main contributions include:

• We propose a graph-based representation to model mul-
timodal documents. Each vertice represents a multimodal
document and can have two associated information vec-
tors: (1) image embeddings obtained by a pre-trained deep
residual network [11] and (2) text embeddings obtained by a
pre-trained BERT language model [5]. First, documents with
complete modalities are used for fine-tuning the embedding
models. Second, we generate edges considering the both vi-
sual similarity of the images and textual similarity of the
captions; and

• We propose a transductive graph learning method to prop-
agate text embeddings from the vertices that contain such
information. The multimodal graph structure helps to learn
text embeddings for vertices that have only image data. Thus,
a node that has only visual features can receive textual fea-
tures through a process that iteratively propagates BERT
embeddings data between neighboring nodes. After embed-
dings propagation, all vertices will have complete modalities
and then any method of multimodal document classification
can be used.

We carried out an experimental evaluation involving author
intent classification in a multimodal social media dataset. We com-
pared our proposed method with two other methods: (1) an intent
document classifier using only the post images; and (2) a state-of-
the-art method that combines images and texts for intent classifi-
cation with complete modalities. We obtained competitive results,
even in the presence of incomplete modalities.

2 RELATEDWORK
In the last decades, several works on intent classification have been
proposed to understand queries from search engine logs, where
the intent is usually informational, transactional, or navigational
[19, 26]. Recent social media platforms and virtual agents provided
new challenges and applications, such as determining the Instagram
author’s intent [17], intent recognition in doctor-patient interview
[25], and intent classification of short-text on Twitter [24].

Given the importance of this intent classification, researchers
innovate ways to improve their performance. Larson et al. [18]
argues that out-of-scope intents should be included for more robust
intent prediction across different domains. Complementary, Gupta
et al. [10] propose a joint framework to learn jointly intent and name
entity recognition systems. They achieved state-of-the-art results
by combining these components. Also, Wallace et al. [27] shows
that context is helpful to recognize hard intents such as irony. Our
work complements contextual efforts via a multimodal approach,
where the textual modality complements the visual modality.

Researchers focus on popular multimodal tasks such as image
captioning [1, 6, 16] and visual question answering [2, 8, 12]. These

tasks consider textual and visual modalities. Similarly, these modal-
ities are important for ads understanding [13, 28], multimodal clas-
sification [14], image retrieval [20, 22] and personalization [21].

Similarly, social media data present these challenges. Detecting
hate speech in memes [7, 15] is challenging because the same image
with different texts can be identified as hateful or not. Hence, the
interaction between textual and visual features is required. The
same scenario happens for multimodal intent classification [17],
specifically for irony and humor in the entertainment category.
Kruk et al. [17] project both complete modalities to the same space
vector to learn a classification model, while Gomez et al. [7] em-
ploys spatial concatenation and textual kernel models. In contrast,
our work tackles these challenges via a graph-based multimodal
regularization to learn a data representations in the presence of
incomplete modality.

3 PROPOSED METHOD
We investigated the most common scenario involving incomplete
modalities for intention classification, in which a subset of mul-
timodal documents (e.g. posts on social networks) contains both
visual and textual features. This subset of documents with com-
plete modalities is defined as {𝑋 𝐼 ∈ R𝑛×𝑑𝐼

, 𝑋𝑇 ∈ R𝑛×𝑑𝑇 }, where
𝑋 𝐼 indicates the set of 𝑛 documents in the 𝑑𝐼 -dimensional vector-
space of visual features, and 𝑋𝑇 indicates the set of 𝑛 examples
in the 𝑑𝑇 -dimensional vector-space of textual features. We define
𝑋 𝐼
𝑖𝑛𝑐 ∈ R𝑚×𝑑𝐼 as the subset of𝑚 documents with incomplete modal-

ities (i.e. missing textual data)
We propose a graph-based representation to identify the re-

lationships between documents in their different modalities. Let
𝐺 (𝑉 , 𝐸,𝑊 ) be a graph, where𝑉 is a set of vertices, 𝐸 a set of edges,
and𝑊 represents a set of edge weights. Each multimodal document
𝑥𝑖 is mapped to a vertex 𝑣𝑖 ∈ 𝑉 . Edges are generated considering
two rules as follows:

Rule 1. Documents with textual features are linked through their
nearest k-neighbors from 𝑋𝑇 ∈ R𝑛×𝑑𝑇 .
We argue that BERT semantic representations are more effec-
tive than visual features for intent classification. Our graph-
based representation prioritizes the relationships of textual
similarity between documents when this modality is present.

Rule 2. Documents with visual features are inserted in the graph
using the nearest k-neighbors from {𝑋 𝐼 ∪ 𝑋 𝐼

𝑖𝑛𝑐 } ∈ R𝑛×𝑑
𝐼
.

Visual features are used to generate edges between all docu-
ments in the data set. Note that even documents with com-
plete modalities can be reached by this rule, thereby gener-
ating paths in the graph that allow the propagation of text
embeddings between the vertices.

Our method uses a Gaussian kernel as a non-linear function
of Euclidean distance to calculate the graph weights𝑊 and thus
obtains neighborhood relationships between documents. Given two
vertices 𝑣𝑖 and 𝑣 𝑗 , the weight𝑊𝑖 𝑗 is calculated according to Eq. 1,
where 𝑥𝑖 and 𝑥 𝑗 are the respective feature vectors from a vector-
space model Φ and 𝜎 is a scale parameter. In Rule 1, the vector-space
model Φ is composed of the BERT semantic representations. In Rule
2, Φ represents the vector-space model composed of the ResNet
visual features. A normalized affinity matrix 𝑆 is calculated from𝑊 ,
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as defined in Eq. 2. 𝐷 is a diagonal matrix where the (𝑖, 𝑖)-element
is equal to the sum of the 𝑖-th row of𝑊 .

𝑊𝑖 𝑗 = exp
(
−
∥𝑥𝑖 − 𝑥 𝑗 ∥2Φ

2𝜎2

)
(1)

𝑆 = 𝐷− 1
2𝑊𝐷− 1

2 (2)

Now, we use the generated graph-based representation to propa-
gate text embeddings between documents. Our method is inspired
by graph-based transductive learning proposed by [29] for semi-
supervised classification tasks. We have extended the method for
text embeddings propagation. The method aims to obtain a new
textual representation 𝐹 ∈ R𝑞×𝑑𝑇 for all multimodal documents,
with𝑞 = 𝑛+𝑚, considering both the graph structure (represented by
affinity matrix 𝑆) and the existing text embeddings (represented by
documents 𝑥 ∈ 𝑋𝑇 ). In other words, the idea is to learn a𝑄 : 𝑉 → 𝐹
mapping function, where each vertex 𝑣𝑖 must be associated with a
new textual embedding 𝑓𝑖 .

𝑄 (𝐹 ) = 1
2

∑
𝑣𝑖 ,𝑣𝑗 ∈𝑉

𝑆𝑖 𝑗 ∥ 𝑓𝑖 − 𝑓𝑗 ∥2 + `
∑

𝑥𝑖 ∈𝑋𝑇

∥ 𝑓𝑖 − 𝑥𝑖 ∥2 (3)

We minimize the objective function defined in Eq. 3. The first
term 𝑆𝑖 𝑗 ∥ 𝑓𝑖 − 𝑓𝑗 ∥2 indicates that two documents 𝑖 and 𝑗 with high
affinity 𝑆𝑖 𝑗 in the graph must have similar text embeddings 𝑓𝑖 and 𝑓𝑗 ,
respectively. The second term `

∑
𝑥𝑖 ∈𝑋𝑇 ∥ 𝑓𝑖−𝑥𝑖 ∥2 indicates that the

subset of documents with textual embeddings (complete modalities)
must preserve their representation according to the parameter `.
The higher the ` value, the greater the preservation of the initial
embeddings. Thus, low ` values allow a refinement of the BERT
embeddings according to the graph structure.

Eq. 3 can be solved in its closed form using convex optimization
methods or via an iterative random-walk algorithm, both obtaining
similar solutions [30]. In this paper, we use the iterative version,
where the 𝐹 matrix is randomly initialized. In each iteration, we up-
date the matrix 𝐹 , where each document spread its text embedding
to its neighbors until a global stable state (convergence) is achieved.

4 EXPERIMENTAL EVALUATION
This section presents our experimental analysis using a dataset
with 1104 public Instagram posts collected by Kruk et al. [17]. Each
post is formed by an image-caption pair and was manually labeled
in 7 author’s intent labels, as shown in Table 1.

Intent Label # Samples Description
Provocative 84 directly attack an individual or group
Informative 119 information regarding an event
Advocative 97 advocate for a figure, idea, or movement
Entertainment 310 entertain using art, humor, memes, etc
Exhibitionist 237 create a self-image reflecting the person
Expressive 95 express emotion at an external entity
Promotive 162 promote events, products, organizations, etc

Table 1: Overview of the dataset used in the experimental
evaluation (Adapted from Kruk et al. [17]).

We compare our results with these methods:

Method ACC AUC
Chance / Random Classifier 28.1 50.0

Img (Baseline) [11] 42.9 (±0.0) 76.0 (±0.5)
Img+Txt-ELMo (100%) [17] 56.7 (±0.0) 85.6 (±1.3)
Img+Txt-BERT (100%) 58.6 (±0.01) 86.4 (±0.01)

Graph+Txt-Propagation (20%) [ours] 44.0 (±0.02) 77.2 (±0.02)
Graph+Txt-Propagation (40%) [ours] 46.9 (±0.02) 79.3 (±0.01)
Graph+Txt-Propagation (60%) [ours] 51.1 (±0.02) 81.9 (±0.01)
Graph+Txt-Propagation (80%) [ours] 54.5 (±0.01) 84.4 (±0.01)

Table 2: Comparison of the intent classification perfor-
mance (ACC and AUC). Our method (Img+Txt-BERT) con-
sidering different presence percentages of textual informa-
tion is in bold.

• Img (Baseline): a deep convolutional neural network (DCNN)
to classify the post’s author intent based only on visual fea-
tures from ResNet-18 Network [11].

• Img + Txt-ELMo [17]: a state-of-the-art DCNN method to
classify the post’s author intent based on the fusion of visual
and textual features. The fusion is via a linear projection of
the two modalities in the same embedding space on a DCNN
layer. Textual features were learned using the ELMo pre-
trained character-based contextual embeddings [23]. Kruk
et al. [17] argue that ELMo character embeddings are more
robust to noise. This method assumes complete modalities
for the entire dataset.

• Img + Txt-BERT: the method concatenates the ResNet vi-
sual features and BERT textual features in a single represen-
tation. Next, uses the SVM method to obtain an intent clas-
sification model. The method requires complete modalities
and was used as a reference (upper bound) for our proposal.

We use the subset of documents with complete modalities to
fine-tune the BERT model. We simulate the following levels of
incomplete modalities in the test set: 20%, 40%, 60%, and 80%.

Our graph-based representation for (incomplete) multimodal
documents was generated with 𝑘 = 30 for kNN and Euclidean
distance using the two proposed rules. Furthermore, we use the
average distance between the top-7 nearest neighbors to define
the scale parameter 𝜎 in Eq. 1. In text embedding propagation,
we use ` = 1.0 (Eq. 3) to preserve initial BERT embeddings and
propagate these embeddings for incomplete documents according
to the graph structure. After the text embedding propagation, our
method concatenates the textual and visual features to train an
SVM classifier (kernel RBF, parameter 𝐶 = 1.0). We emphasize
that the proposed embedding propagation method is responsible
for estimating the textual modality of the only-images posts by
considering the graph topology.

Table 2 presents a comparison of the classification performance
using classification accuracy (ACC) and area under the ROC curve
(AUC). The metrics were calculated using the training and test sets
previously available in the original dataset (5-fold cross-validation).
Our method is referred to as Graph+Txt-Propagation in Table 2,
followed by the percentage of documents with both modalities.

Our proposed method obtains ACC and AUC metrics greater
than the baseline (images only), which indicates that considering
some level of textual information increases the author intent clas-
sification performance, even with very incomplete modalities, as
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shown in Graph+Txt-Propagation (20%). When we consider scenar-
ios with 60% and 80% of posts with textual modality, our proposed
method achieves competitive results (ACC and AUC metrics) when
compared to methods that require complete modalities Img+Txt-
BERT (100%) and Img+Txt-Elmo (100%). We consider such scenarios
(60% and 80% of posts with textual modality) to be the closest to
the real-world applications involving image-based social networks
since a significant percentage of texts are discarded because they
are too short, not provided or meaningless.

5 CONCLUDING REMARKS
We propose a method to classify authors’ intention in social media
datasets with incomplete modalities. We showed that our graph-
based representation is a promising structure for combining dif-
ferent modalities, in which we generate edges through visual and
textual features. We also showed that BERT-based representation
is competitive for the textual modality, even in scenarios with a
large percentage of missing texts. Moreover, our method allows to
propagate initial BERT embeddings considering the graph topology.

Text embedding propagation showed to be useful to represent
posts that contain only images (incomplete textual modality). Our
embedding propagation should not be seen as a caption generator,
but a method for associating semantic embedding content to im-
ages according to neighboring posts. In this scenario, we note that
propagated embeddings represent general topics that are promising
in determining the author’s intention.

Directions for future work involve investigating the performance
of the method in adjusting the initial embeddings of the BERT
model through the topological structure of the graph, i.e., we plan
to reduce the preservation factor of the initial embeddings via
parameter ` of Eq. 3. The dataset used in experiments, our source
code and more experimental results are publicly available at https:
//github.com/machadoprx/multimodal-intent-classification.
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